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Abstract. In this study we present a two-phase dynamic load balanc-
ing technique for P2P systems. In the first phase, given P2P network is
mapped onto a hierarchical topology based on the tessellation of a 1-D
space. This hierarchy is called TreeP (Tree based P2P architecture). In
the second phase load balancing among the nodes is performed using
PSLB algorithm. We also present an optimized version of our load bal-
ancing technique. This optimization makes the technique highly parallel
and scalable. This technique is simple, efficient and does not introduce
a considerable overhead as shown in the experimental results.

1 Introduction

Peer to peer (P2P) computing describes the current trend towards utilizing di-
verse resources available within a widely distributed network of nodes. A peer

to peer system is formed by a large number of nodes that can join and leave the
system anytime and have equal capabilities without any central control. Sev-
eral P2P architectures have been developed, which include Chord, CAN, Pastry,
Tapestry and P-Grid [5,6, 21]. Although P2P systems have become an archi-
tecture of choice for file sharing applications, such systems are equally suitable

for scientific computing, e-commerce and Grid applications [7, 22]. In fact peer
to peer systems and Grids share the same focus on harnessing resources across
multiple administrative domains. One of the most crucial aspects of these sys-
tems is the efficient utilization of resources and the distribution of the workload

among the nodes [8-11, 20]. Thus load balancing is an important system func-
tion designed to distribute workload among available processors to improve the

throughput and execution time of the distributed algorithms.

In this paper we propose a new dynamic load balancing technique based on
parallel prefix, also known as scan operation. The proposed technique has two

phases. During the first phase the network is mapped to a TreeP. The second
phase deals with the redistribution of the workload among the nodes based
on their processing power and their current load. The proposed technique is

dynamic, non-preemptive, adaptive and fully distributed.
The paper is organized as follows: In the next two sections the mathematical

models of network, nodes and tasks are presented along with the detailed de-

scription of the TreeP structure. In section three, we present our dynamic load
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